[root@racnode3 ~]# /tmp/deinstall2016-03-07 09-41-45PM/perl/bin/perl -I/tmp/deinstall2016-03-07_09-
41-45PM/perl/lib -I/tmp/deinstall2016-03-07 09-41-45PM/crs/install /tmp/deinstall2016-03-07 09-41-
45PM/crs/install/rootcrs.pl -force -deconfig -paramfile "/tmp/deinstall2016-03-07 09-41-
45PM/response/deinstall OraGIl2Homel.rsp"

Using configuration parameter file: /tmp/deinstall2016-03-07 09-41-
45PM/response/deinstall OraGIl2Homel.rsp

Network 1 exists

Subnet IPv4: 200.200.10.0/255.255.255.0/eth0, static

Subnet IPv6:

Ping Targets:

Network is enabled

Network is individually enabled on nodes:

Network is individually disabled on nodes:

VIP exists: network number 1, hosting node racnodel

VIP Name: racnodel-vip.mynet.com

VIP IPv4 Address: 200.200.10.111

VIP IPv6 Address:

VIP is enabled.

VIP is individually enabled on nodes:

VIP is individually disabled on nodes:

VIP exists: network number 1, hosting node racnode?2

VIP Name: racnode2-vip.mynet.com

VIP IPv4 Address: 200.200.10.112

VIP IPv6 Address:

VIP is enabled.

VIP is individually enabled on nodes:

VIP is individually disabled on nodes:

VIP exists: network number 1, hosting node racnode3

VIP Name: racnode3-vip.mynet.com

VIP IPv4 Address: 200.200.10.113

VIP IPv6 Address:

VIP is enabled.

VIP is individually enabled on nodes:

VIP is individually disabled on nodes:

ONS exists: Local port 6100, remote port 6200, EM port 2016, Uses SSL false
ONS 1is enabled

ONS is individually enabled on nodes:

ONS is individually disabled on nodes:

CRS-2791: Starting shutdown of Oracle High Availability Services-managed resources on 'racnode3'
CRS-2673: Attempting to stop 'ora.crsd' on 'racnode3'

CRS-2790: Starting shutdown of Cluster Ready Services-managed resources on 'racnode3'
CRS-2673: Attempting to stop 'ora.CRS2.dg' on 'racnode3'

CRS-2673: Attempting to stop 'ora.FRA.dg' on 'racnode3'

CRS-2673: Attempting to stop 'ora.DATA.dg' on 'racnode3'

CRS-2677: Stop of 'ora.CRS2.dg' on 'racnode3' succeeded

CRS-2677: Stop of 'ora.FRA.dg' on 'racnode3' succeeded

CRS-2677: Stop of 'ora.DATA.dg' on 'racnode3' succeeded

CRS-2673: Attempting to stop 'ora.CRS.dg' on 'racnode3'

CRS-2673: Attempting to stop 'ora.DATA2.dg' on 'racnode3'

CRS-2677: Stop of 'ora.CRS.dg' on 'racnode3' succeeded

CRS-2677: Stop of 'ora.DATA2.dg' on 'racnode3' succeeded

CRS-2673: Attempting to stop 'ora.asm' on 'racnode3'

CRS-2677: Stop of 'ora.asm' on 'racnode3' succeeded

CRS-2792: Shutdown of Cluster Ready Services-managed resources on 'racnode3' has completed
CRS-2677: Stop of 'ora.crsd' on 'racnode3' succeeded

CRS-2673: Attempting to stop 'ora.storage' on 'racnode3'

CRS-2673: Attempting to stop 'ora.evmd' on 'racnode3'

CRS-2673: Attempting to stop 'ora.drivers.acfs' on 'racnode3'

CRS-2673: Attempting to stop 'ora.mdnsd' on 'racnode3'

CRS-2673: Attempting to stop 'ora.gpnpd' on 'racnode3'

CRS-2677: Stop of 'ora.storage' on 'racnode3' succeeded

CRS-2677: Stop of 'ora.drivers.acfs' on 'racnode3' succeeded

CRS-2673: Attempting to stop 'ora.asm' on 'racnode3'

CRS-2677: Stop of 'ora.evmd' on 'racnode3' succeeded

CRS-2677: Stop of 'ora.mdnsd' on 'racnode3' succeeded

CRS-2677: Stop of 'ora.gpnpd' on 'racnode3' succeeded

CRS-2677: Stop of 'ora.asm' on 'racnode3' succeeded

CRS-2673: Attempting to stop 'ora.crf' on 'racnode3'

CRS-2673: Attempting to stop 'ora.ctssd' on 'racnode3'

CRS-2673: Attempting to stop 'ora.cluster interconnect.haip' on 'racnode3'



CRS-2677:
CRS-2677:
CRS-2677:
CRS-2673:
CRS-2677:
CRS-2673:
CRS-2677:
CRS-2793:
completed
CRS-4133:

2016/03/07 21:46:32 CLSRSC-4006:
2016/03/07 21:46:56 CLSRSC-4007:

2016/03/07 21:46:59

Stop of 'ora.cluster interconnect.haip' on 'racnode3'

Stop of 'ora.crf' on 'racnode3' succeeded
Stop of 'ora.ctssd' on 'racnode3' succeeded
Attempting to stop 'ora.cssd' on 'racnode3'
Stop of 'ora.cssd' on 'racnode3' succeeded
Attempting to stop 'ora.gipcd' on 'racnode3'
Stop of 'ora.gipcd' on 'racnode3' succeeded

Shutdown of Oracle High Availability Services-managed resources on

Oracle High Availability Services has been stopped.

CLSRSC-336:

Removing Oracle Trace File Analyzer

Successfully removed Oracle Trace File Analyzer

succeeded

'racnode3' has
(TFA) Collector.
(TFA) Collector.

Successfully deconfigured Oracle Clusterware stack on this node



